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Overview: (1) Architecture

• Objective: Develop a RAG system for financial question answering.

• Our Strategy:
• Query Expansion(Abbreviation, Keyword)

• Hybrid Search (BM25 + Dense)

• Prompt Engineering(CoT, Persona-based approach)



Overview: (2) Evaluation metrics by models

type Task Method expansion Embed/Dense Reranking Eval

Passage FinDER hybrid 4o-mini/keyword/company accord text-embedding-3-small gemma2-lightweight 0.62575

Passage FinDER hybrid 4o-mini/keyword text-embedding-3-small gemma2 -

Passage FinDER hybrid 4o-mini/keyword rag-matryoshka gemma2-lightweight -

Passage FinQABench hybrid 4o-mini/keyword rag-matryoshka gemma2-lightweight 0.9254

Passage FinanceBench hybrid 4o-mini/keyword/company accord rag-matryoshka gemma2-lightweight 0.93226

Tabular TATQA dense (L2) 4o-mini/keyword, replace table voyage-3 voyageai/rerank-2 0.62031

Tabular TATQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small voyageai/rerank-2 0.62251

Tabular TATQA dense (L2) 4o-mini/keyword, replace table voyage-3 colbert-ir/colbertv2.0 0.46127

Tabular TATQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small colbert-ir/colbertv2.0 -

Tabular FinQA dense (L2) 4o-mini/keyword, replace table voyage-3 voyageai/rerank-2 0.76698

Tabular FinQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small voyageai/rerank-2 0.6015

Tabular FinQA dense (L2) 4o-mini/keyword, replace table voyage-3 colbert-ir/colbertv2.0 0.50837

Tabular FinQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small colbert-ir/colbertv2.0 -

Tabular ConvFinQA dense (L2) 4o-mini/keyword, replace table voyage-3 voyageai/rerank-2 0.76345

Tabular ConvFinQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small voyageai/rerank-2 -

Tabular ConvFinQA dense (L2) 4o-mini/keyword, replace table voyage-3 colbert-ir/colbertv2.0 0.54802

Tabular ConvFinQA dense (L2) 4o-mini/keyword, replace table text-embedding-3-small colbert-ir/colbertv2.0 -

Tabular MultiHiertt hybrid 4o-mini/keyword, replace table text-embedding-3-large colbert-ir/colbertv2.0 0.5012

Tabular MultiHiertt hybrid 4o-mini/keyword, replace table text-embedding-3-large voyageai/rerank-2 0.3231



Problem Statement/Dataset

• Challenges: 
• Complex financial language and terminologies

• Integration of numerical and textual data

• Scalability with large datasets

• Dataset Description
• Passage Tasks: FinDER, FinQABench, FinanceBench

• Tabular Tasks: TATQA, FinQA, ConvFinQA, MultiHiertt

• Data Format: corpus.jsonl, queries.jsonl, and TSV labels

Hardest
Task!!



Dataset Analysis

Task #-of-queries Percentage

FinDER 216 4.6%

FinQABench 100 2.1%

FinanceBench 150 3.2%

TATQA 1663 35.6%

FinQA 1147 24.6%

ConvFinQA 421 9.0%

MultiHiertt 974 20.9%

Total 4671 100.0%

• Although the task is divided into 7 
datasets, approximately 80% of the 
queries come from tabular datasets.

• For passage tasks, we adopted a simple 
strategy.

• For tabular datasets, we experimented 
with various methods to explore 
optimization directions.



Baseline Approach

• Analyzed the provided base code to identify its strengths 
and limitations.

• Base Code Setup:
• Embeddings generated via Hugging Face models.

• Sparse retrieval performed using BM25.

• Cross-encoder-based reranking for improved accuracy.

• Problems & Challenges
• Certain models did not run due to RAM limitations both on local 

machines and Colab A100 GPUs.

> Hugging face leaderboard의 상위 5개 model은 아예 안 돌아감.



Baseline Approach

• Challenges:
• Certain models did not run due to RAM limitations both on local 

machines and Colab A100 GPUs.

• Alternative Approach:
• Due to model limitations, switched to OpenAI

embeddings(small/large both)

• Stored embeddings in a Vector Database (VectorDB) for efficient 
similarity search.

• Attempted to use state-of-the-art rerankers such as ColBERT and 
Cohere models



Baseline Approach
• Lesson Learned

• OpenAI's embeddings were more affordable than expected.

• We used Cohere and ColBERT, which were popular on platforms like Reddit and X, 
and they indeed performed well.



Key Processes and Goals

• Key Processes:

• Query Expansion: Enhanced queries using keywords, abbreviations, and 
corporate identifiers with ChatGPT API.

• Corpus Refinement: Preprocessed documents via summarization and table 
extraction to focus on key data.

• Hybrid Search: Combined sparse (BM25) and dense retrieval, balancing 
keyword and semantic relevance.

• Reranking: Refined top-10 results with cross-encoder models for better 
ranking accuracy.

• Goals:

• Achieve high retrieval accuracy while maintaining computational efficiency.

• Optimize resource usage for both passage and tabular datasets.



Query Expansion - Data Eyeballing (1)

When searching for "KPI" in the Finder corpus, no 
results appeared, as it was listed under a different 
name, "Key Performance Metric."

Searching for "KPI" in Finder queries.



Query Expansion - Data Eyeballing (2)

• Findings
• Queries contain financial abbreviations (e.g., KPI, M&A).

• In the corpus, these abbreviations are written in their expanded forms.

• Queries are often associated with specific companies, but even with hybrid 
search, the retrieved corpus may not match the company in the query.

• Solution
• Expanded queries and added additional keywords to improve alignment.

• Inserted company tickers into both corpus and queries to ensure retrieval 
is limited to the relevant company's corpus.

• Try: Applied logical expansion to enhance query-corpus matching accuracy.



Query Expansion: Code Implementation

• Rewrite the queries using gpt-4o-mini

> Prompt used in our tasks



Query Expansion: Results

• Utilized 1) Query, 2) Modified Query (with additional keywords), and 3) Logical 
Expressions.

• When using the Modified Query, evaluation scores showed a slight improvement.

• Logical Expressions, however, resulted in a decline in performance.



Corpus Refinement

• Challenge: Efficiently retrieve key 
information from large-scale 
documents.

• Method: 
• Summarization: Simplified text using 

models like 4o-mini.
• Table Extraction: Applied to datasets 

such as MultiHiertt.

• Result: Reduced data size and 
improved efficiency.

• Also tried with summarization 
techniques developed by DISlab.



Hybrid Search Approach

• Methodology
• Sparse Retrieval:

Performed keyword-based search using BM25.
• Dense Retrieval:

Leveraged embedding models for semantic search.

• Combination Strategy:
• 𝑆ℎ = α𝑆𝑠 + 1 − 𝛼 𝑆𝑑
• Where 𝑆ℎis the hybrid score, 𝑆𝑠 is the sparse retrieval score, and 𝑆𝑑 is 

the dense retrieval score, with 𝛼 as the weighting parameter.

• Effectively captured both keyword relevance and semantic 
context of the text.



Reranking Strategy

• Techniques

• Reranking with SOTA Models:
Applied state-of-the-art models for reranking.

• Results
• Enhanced precision in top-10 results.

• Observed cases where performance improved by more than 2x after 
applying reranking.

• Reranking showed greater effectiveness in tabular datasets
compared to passage datasets.



Additional: 
Prompt Engineering Inspiration

• Inspiration by KyungHyun Cho

• Chain of Thought (CoT):

Applied step-by-step reasoning to break down complex financial 

queries for more structured responses.

• Iterative Refinement:

Used repeated attempts and self-reflection to refine answers, ensuring 

higher accuracy and relevance.

• Persona-based Prompting:

Assigned a specialized role (e.g., analytical assistant) to guide 

responses with clarity, consistency, and domain expertise.

• Application to Our Objectives:

Enhanced query understanding and retrieval accuracy by combining 

these techniques for financial datasets.



Prompt Engineering Technique

• Innovation: Persona-based approaches for prompt design.

• Key Technique: Chain-of-Thought (CoT) prompts.

prompt = """
You are an extremely thoughtful and detail-oriented financial expert specializing in logical search optimization. Your role is to transform financial queries into precise and clear search expressions. 
You rely on systematic reasoning and adhere strictly to the user's instructions.

Follow the user instruction below in a comprehensive and detailed way. You will attempt up to five iterations to follow the user instruction. Each attempt must be marked with `<A_number>`.

At each attempt:
1. Write down your **internal thoughts** step by step. Each step must be marked with `< T_number>` and start with a brief title describing the thought. This must include your draft response and its 
evaluation after `<R>`.
2. If your draft is not satisfactory, identify the point of error (mark it with `<T_number>`) and retry from there as often as necessary.
3. All attempts must be unique and not duplicate previous ones.

After producing up to five responses (`<R>`), compare them carefully based on their accuracy and clarity. Choose the best as the final response. Repeat the selected response verbatim under `<Final 
Response> .̀

Instruction:
Convert the following financial query into a logical search expression using AND/OR operators. Use parentheses for grouping a nd focus on clarity.
"""



Future Work & Limitation

• Explore Advanced Models:

Test more state-of-the-art models with optimized hardware to improve performance.

• Multi-stage Reranking:

We could implement both initial and final reranking stages to refine results more 

than once.

• Additional Experiments:

• Introduce domain-specific embeddings tailored for financial datasets.

• Apply adaptive hybrid search weighting to dynamically adjust alpha values for sparse and 

dense retrieval balance.
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